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M  E  M  O  R  A  N  D  U  M  

 

From: Homeland Security and Public Safety Division, NGA Center for Best Practices, National Governors 

Association 

Re: Artificial Intelligence (AI) in Homeland Security and Emergency Management   

 

Executive Summary 

 

The National Governors Association Center for Best Practices (NGA Center) received a request for information 

on policies, current capabilities, and practices related to the use of specific Artificial Intelligence (AI) in 

homeland security and emergency management. The NGA Center subsequently studied AI usage in the areas 

of homeland security and emergency management and assessed AI’s potential for use by states and in current 

homeland security and emergency management programs.    

 

AI is broadly referred to as “machines that respond to stimulation consistent with traditional responses from 

humans, given the human capacity for contemplation, judgment, and intentions.”1 2 Furthermore, software 

systems identified as AI can “make decisions which normally require human level expertise” and therefore can 

then be useful in identifying and addressing problems in an “intentional, intelligent, and adaptive manner.3 4 

Many experts believe that power and efficiencies provided by AI will revolutionize private business and 

government, to include homeland security missions.5 The Department of Homeland Security has launched AI 

efforts that include the enforcement of immigration laws, securing cyberspace, preventing terrorism, and 

strengthening national preparedness and resiliency.6 Some states are beginning to integrate AI technologies into 

their homeland security and emergency management operations and have seen positive results across a broad 

range of capabilities from wildfire mapping to fusion center analytics.7 8 

 

Leveraging AI for Homeland Security and Emergency Management  

 

AI in Homeland Security and Disrupting Terrorism  

 

The 9/11 terrorist attacks launched a massive, intergovernmental effort to prioritize information sharing.9 While 

information silos persist (arising from bureaucratic, jurisdictional, or personal conflicts), AI has promising 
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capabilities that can incorporate best practices for information sharing and data collection, thereby empowering 

human operators to make final adjudications of what actions to take based on refined intelligence.10 

 

As a result of these advantages, both agencies and private organizations charged with security have successfully 

used AI to support human operators in conducting counter-terrorism operations and disrupting organized crime, 

further incentivizing the development of more responsive and powerful software.11 12 13 Notable developments 

and usages of AI in this capacity include:  

 

Large financial institutions are now using AI to identify illicit money trails and money laundering schemes 

that are used to fund drug trafficking and terrorism. AI has allowed large global financial institutions to 

remain in compliance with the regulatory obligations put forward by the U.S. government in the PATRIOT 

ACT to disrupt funding streams associated with organized crime and terrorist networks. These AI tools provide 

alerts on suspicious activity, providing valuable protection to financial institutions aiming to remain in 

compliance with the law and to the public at-large by assisting investigators in disrupting illicit funding.14  

 

The Department of Homeland Security (DHS) has funded research to have virtual border agent kiosks at 

various ports of entry across the United States. The system is known as the Automated Virtual Agent for 

Truth Assessment in Real-Time (AVATAR); it has already seen field testing on the U.S.- Mexico border. 

AVATAR asks entrants a series of questions and uses sensors and biometrics to assess the entrants’ responses, 

including reactions like eye movements, facial expressions, and changes in voice and posture. It then flags 

individuals it identifies as being untruthful or a potential risk and will then alert a human agent to conduct a 

follow-up interview. The system currently has a success rate between 60 to 75 percent and is still being tested 

and researched before a major roll-out.15 

 

The Pentagon has begun piloting AI systems to conduct intelligence analysis on terrorists’ operations, the most 

notable being Project Maven. These AI programs have been integrated with small ScanEagle drones that use 

an AI algorithm to scan the landscape and identify people, cars, and multiple types of buildings. In the initial 

rollout, the algorithm was found to be accurate 60 percent of the time, but it rose to 80 percent as human 

analysts provided corrective input. The Air Force has identified this initial trial as the “future of human-

machine teaming.” The Pentagon is aiming to build an AI-ready culture among its forces and hopes to be 

able to integrate these AI tools with warfighters.16 

 

AI in Emergency Management  

 

Natural disasters in the United States are increasing in frequency,17 18 19 straining both material and human 

resources. FEMA struggles to provide local assistance to all geographic regions of the country dealing with 

multiple billion-dollar disasters with little lay-over time in-between them.20 21 22 23 Emergency managers are 

beginning to use AI to bolster response and recovery capabilities, including supply chain management, 

situational awareness, and information sharing, thereby improving the efficiency and effectiveness of 

operations. Examples of some AI applications in emergency management include: 
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California has been experiencing intense fire seasons more regularly, displacing and depleting resources 

necessary to combat wildfires and save both lives and property. As a result, California and other states at major 

risk of wildfires have needed to supplement their operations with more adaptive methods and tools to effectively 

combat the growing threat that wildfires have become. In 2017 the Los Angeles Fire Department (LAFD) 

used Unmanned Ariel Vehicles (UAVs) for the first time to help coordinate the battle against multiple major 

Southern Californian wildfires.24 Wildfire experts are now assessing the potential of fully autonomous drones 

(requiring no pilot on the ground) to scan landscapes with fires and provide continuous video streams, data, 

and supplies to responders on the ground.25 Other AI technologies in development include rapid iteration 

software that can predict where wildfires might occur and assessment algorithms that can identify fire-specific 

damage from satellite imagery.26 27 28 

 

Weather predictions have been a staple for early machine learning since the first weather prediction was made 

in 1948. Over time, especially with the developments related to computing power, this process has become 

more refined, and AI has become essential in forecasting the conditions that precipitate severe weather 

events in the over 150 accepted weather models used by the U.S. government. Outputs from machine learning 

models versus traditional ones have been found to be 20 percent more accurate in predicting hurricane 

tracks and 30 percent better in predicting their intensity.29 30 Additionally, AI is enabling emergency 

managers to predict the geographical areas that would be most heavily affected by the consequences of a major 

storm. In this case, the weather model uses AI to combine information from utility networks with 

continuously updating storm data to predict where energy outages are most likely to occur, allowing 

emergency managers to pre-position resources and plan responses more effectively.31  

 

Limitations and Challenges of AI  

 

AI researchers must overcome major limitations and challenges before it becomes a core element of homeland 

security and emergency management work.  

 

Bias in AI  

 

Artificial Intelligence and machine learning software programs are susceptible to bias32. Because algorithms 

are built by humans, they are subject to many of the same cognitive distortions, preferences, and irrationalities 

that cause inaccurate judgments in the people that built them, and therefore, can produce disparate outcomes.33 

For instance, AI programs may raise false flags regarding the risk posed by some individuals due to the biases 

in available data as well as the bias built into the process and programming.34 Numerous law enforcement 

agencies are using AI-driven facial recognition technologies to identify criminals; however, many of those tools 

have poor accuracy in correctly identifying individuals from minority backgrounds. This can lead law 

enforcement officials to mistakenly investigate innocent individuals, possibly exacerbating already fragile 

relationships between communities of color and policing agencies.35  Researchers have also identified that a 

major portion of bias in AI systems can come from two sources: the socially generated data used to design the 

fundamental baseline of an AI system and from the unconscious bias of the human engineer/programming team 
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that developed the AI system. These biases can be self-reinforcing: as the AI system begins to operate, positive 

feedback loops may strengthen the original algorithms as the machine engages in learning behaviors.36 37 

 

Data Limitations and Human Staffing of AI  

 

Because AI systems require both large volumes of discreet data and intricate decision-making algorithms to be 

effective, they are currently well-suited to perform narrowly focused tasks. AI solutions for more complicated 

problems are limited by complexity, especially in relation to the availability of data and the construction of 

elaborate algorithms. For instance, Shazam is a highly accurate music identification app that can recognize a 

song (as well as associated data such as artist name, year of release, etc.) from a short audio sample or clip. The 

app compares the short sample to a database constructed by human engineers and quickly runs multiple 

permutations to identify the music being played. A similar framework is being used in the healthcare industry, 

where AI “bots” are being developed to help patients with non-critical medical questions in identifying 

medications to treat their basic symptoms. Both examples reveal a key limitation: AI systems often rely on 

human support to ensure the availability, accuracy, and reliability of extensive amounts of data. Both 

public and private sector interests are facing challenges in addressing these limitations, which are necessary to 

advancing the technology.38  

 

Additionally, a major shortage of AI professionals worldwide is limiting AI’s growth. Studies have 

identified that roughly 300,000 suitable AI professionals are available to fill the millions of jobs and 

opportunities. This issue is exacerbated by the exponential growth of the field. The AI workforce remains small 

as the educational infrastructure in place to train AI professionals remains under-resourced.39 In 

response, there has been a push to bolster technical, digital, and mathematical education programs that 

emphasize AI competencies. The UK government announced greater investment in these fields surrounding AI 

in their 2017 Industrial Strategy document and private sector companies like Google and Amazon have 

launched their own AI-focused institutes to better train employees on AI engineering competencies and data 

evaluation.40  

 

Challenges of AI in the Public Sector 

 

Most of the innovation around AI is occurring in the private sector, and therefore, innovation efforts are often 

tied to perceived return on investment and the potential for profit. Many of the advances in AI are related to 

data-specific collections that can be monetized. As government entities contract for more of these services, an 

outstanding question remains: how will the personal and private information of millions of citizens be protected 

from an industry developed on the monetizing of data?41 This also brings to light the broader questions of what 

regulations will need to be put in place to govern how AI systems operate in the private sector as well as in 

public service. As AI outpaces traditional regulatory frameworks, the industry will need to develop “norms” to 

provide for security and protection, as has similarly been done in the financial and utility sectors.42 

 

NGA Contacts 

 

The NGA Center for Best Practices will continue to monitor developments and keep state leaders informed as 

more information becomes available. For questions and additional information, please contact: 

  

• Homeland Security and Public Safety: 

o Reza Zomorrodian, Policy Analyst; rzomorrodian@nga.org; 202-624-7816 
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